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# 选题的背景

随着医学影像技术的发展，衍生出多种成像方式用在临床以提供诊断信息，如核磁共振成像（下称MRI）、单光子发射计算机断层成像(下称SPECT)、正电子发射型计算机断层成像(下称PET)等。但由于其各自成像机理的不同，导致各种成像技术各有优缺点（如SPECT能够显示细胞和分子的生物学活动，但是缺乏组织结构信息，MRI则相反）。图像融合技术能够将两张不同成像模式的图像合为一张图像，融合后图像能够提供丰富的互补诊断信息，提高疾病诊断精度。同时，图像融合技术的使用，能够使医生对病情的研判不再需要分别参考不同成像模式的病理图像，大大提高诊断效率。

# 国内外研究现状

近年来，为了提高图像融合质量，同时减少算法时间复杂度，许多医学图像融合方法被提出。总的来说，医学图像融合方法可以分为三大类：特征级融合、决策级融合、像素级融合，其中像素级融合方法是使用最为广泛，由于其直接对原始数据进行处理，对原图像信息失真度最小[32]。像素级融合方法可以分解为三个步骤：一是对两张原图像做相同变换后获取两组系数(下称图像分解)、二是对已获取两组系数进行处理合成为一组系数（下称融合规则）、三是对合成后系数进行反变换获取融合图像（下称图像重构）。

像素级融合方法三个步骤中，图像分解和融合规则对融合图像质量及时间复杂度的影响最为关键。图像分解方法有如下几类：基于空间变换域的方法（如IHS空间变换和PCA变换[5]）;空间变换域方法能够减少算法时间复杂度，但是其提供的细节有限，为了提高对细节信息的表示能力，后来发展出基于多尺度变换的方法（如拉普拉斯金字塔（LP）[1]、形态学金字塔[2][6]、基于局部拉普拉斯滤波器（LLF）的多尺度分解[3]、基于拉普拉斯金字塔和卷积神经网络的医学图像融合方法[4]）；多尺度的方法只是单单对图像进行多个尺度分解，但是无法获取每个尺度上信息，因此，基于多尺度几何分析的方法被提出（如基于小波变换的图像融合[7][8][9],小波擅长对点的表示，但是对图像的线的奇异性表示能力较弱、脊波变换通过radon变换将线的奇异性转化为点的奇异性，应用于图像融合中一定程度上提高了成像质量[10]、为了对每个尺度进行多方向分解，达到更精细表示的目的，曲波变换[12][13]、轮廓波变换[14][15][16]和剪切波变换[17][18]应用于图像融合、为了解决轮廓波变换和剪切波变换不具有平移不变性的问题，非下子采样轮廓波变换（NSCT）[19]和非下子采样剪切波变换（NSST）[20][21][22]被提出应用于图像融合）;多尺度几何分析方法只是通过固定基函数（相当于固定的原子）去捕获图像几何结构，对于图像中复杂部分而言，并不具备较好的适应性，稀疏表示的方法通过基于目标图像预先训练字典，字典中由若干个原子组成，通过预训练字典去表示目标图像，能够大大提高对图像的表现能力，同时具有平移不变性，在图像融合中应用取得较好效果[23]-[31]。

基于稀疏表示的方法中，融合规则有两种：一种是系数最大值原则[23][26][27][29]，在医学图像融合中，系数最大值原则会导致融合图像不够平滑，造成信息严重丢失；另一种是加权平均的方式[25][28]，能够解决信息丢失的问题，但是获取加权平均参数方式的合理性决定着成像质量，传统加权平均方法没有充分考虑原图像自身特征去获取最佳加权参数，难以获得最优参数，同时缺乏自适应性。

# 三、研究思路与研究方法

## 3.1 研究思路

本文思路主要分为三部分：第一部分是图像分解，本文采用稀疏表示的方法，核心是如何能够训练出对原图像表示能力更好的字典；第二部分是融合规则，本文融合规则采用加权平均的方式，通过分别对两张原图像进行IHS变换，加权参数设置以两张原图像的I分量（亮度分量）作为依据;第三部分是图像重构。上诉思路三部分细节将在下节研究方法中得到展现。

## 3.2 研究方法

第一部分中，为了训练出自适应性更强、表现能力更好的字典，字典训练部分由三个步骤组成。

步骤一：从数据集中选取每类数据（MRI、PET、SPECT三类）中清晰度最高的作为训练数据，清晰度判断依据是图像空间频率，空间频率越大清晰度越高；

步骤二：在传统字典训练方法中，是直接对整张图像使用字典训练方法进行训练，由于图像是由若干个特征不同的图像块构成，这种训练方法得到的字典并不是最优，鉴于此，在训练字典前，先对用于训练的图像分成若干个不相重叠的8x8图像块（如256x256图像则分成1024个图像块），分别对每个图像块进行求X方向和Y方向求梯度，获得每个像素的梯度角，依据每个图像块梯度角的分布情况分成6类，据此将整张图像分成6类分别进行字典训练，获取6类字典；

步骤三：将待融合的两张图像分别分成若干个不相重叠8x8图像块，按照步骤二的方法判断每个图像块所属的类，再使用6类字典中对应的字典进行分解表示，获取系数。

第二部分中，分为两个步骤进行。

步骤一：对两张目标图像分别做IHS变换，将分别获取每张图像的I分量（亮度分量）、H分量（色度分量）、S分量（饱和度分量），在医学图像融合中，一般图像融合组合为MRI-PET、MRI-SPECT，其中PET和SPECT是彩色图像，MRI是灰度图像，其中灰度图像S分量（饱和度）为0，H分量（色度分量）呈现的分布和原图像结构没有对应关系，舍弃S分量和H分量作为加权依据，而上述图像的I分量都能较好反应原图像信息分布，故选择I分量作为加权依据；

步骤二：在上述医学图像融合组合中，MRI主要是提供结构信息，故在I分量比较中，PET图像和SPCET图像的信息区域（I分量上表现为有值区域）都远远大于MRI图像，为了更好地保留MRI图像所提供的结构信息，提高融合后图像信息丰富度。融合参数加权采用如下步骤，步骤一：分别求得两张待融合图像整体均值；步骤二：分别将其I分量（亮度分量）分成若干个不相重叠8x8图像块，分别计算两张图像每个8x8图像块内每个像素和整张图像均值的关系值，将两个关系值进行比较，每个图像块都将获得相应的权重值，以此类推，将获得图像所有图像块的权重值；

第三部分，通过第二部分可以获取的待融合两张图像每个8x8图像块的权重值（如两张待融合图像256x256，待融合图像一将拥有1024个权重值，待融合图像二将拥有1024个权重值，一一对应），两张带融合图像的每个图像块做第一部分所述的逆变换，再乘相应的权重值，一一对应合并后即获得融合后图像。

# 四、论文章节结构安排
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# 五、创新点与研究难点

## 5.1 创新点

为了解决基于稀疏表示的图像融合算法中加权平均参数取值合理性问题，本文提出对图像进行IHS变换后，使用待融合图像的I分量作为加权平均参数取值的依据，计算相应加权算法参数。此方法将大大提高加权参数取值的准确性，同时使参数取值具有自适应性。

## 5.2 研究难点

对待融合图像进行IHS变换后，两张图像每个8x8图像块内每个像素和整张图像均值的关系值确定将是本文难点。
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